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a b s t r a c t

Localized in vivo spectroscopy at high magnetic field strength (>3 T) is susceptible to localization artifacts
such as the chemical shift artifact and the spatial interference artifact for J-coupled spins. This latter arti-
fact results in regions of anomalous phase for J-coupled spins. These artifacts are exacerbated at high
magnetic field due to the increased frequency dispersion, coupled with the limited RF pulse bandwidths
used for localization. Approaches to minimize these artifacts include increasing the bandwidth of the fre-
quency selective excitation pulses, and the use of frequency selective saturation pulses to suppress the
signals in the regions with anomalous phase. The goal of this article is to demonstrate the efficacy of opti-
mal control methods to provide broader bandwidth frequency selective pulses for in vivo spectroscopy in
the presence of limited RF power. It is demonstrated by examples that the use of optimal control methods
enable the generation of (i) improved bandwidth selective excitation pulses, (ii) more efficient selective
inversion pulses to be used for generation of spin echoes, and (iii) improved frequency selective satura-
tion pulses. While optimal control also allows for the generation of frequency selective spin echo pulses,
it is argued that it is more efficient to use dual inversion pulses for broadband generation of spin echoes.
Finally, the optimal control routines and example RF pulses are made available for downloading.

Published by Elsevier Inc.
1. Introduction

1.1. The need for high bandwidth RF pulses for localized spectroscopy
at high field

The advantages of in vivo spectroscopy at high field (>3 T)
include increased signal-to-noise (S/N) and increased spectral dis-
persion. However, the increased spectral dispersion also exacer-
bates localization artifacts that can significantly reduce the S/N
of J-coupled spins and complicate analysis of the spectral content.
All commonly used single voxel localization sequences such as
PRESS (point-resolved spectroscopy), STEAM (stimulated-echo
acquisition mode), and LASER (localization by adiabatic selective
refocusing) are affected to varying degrees by the limited band-
width of the frequency selective RF pulses used for the localization
[1–3]. In addition to the chemical shift artifact in which chemically
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shifted resonances are localized in spatially shifted voxels, J-cou-
pled resonances are subject to the spatial interference artifact
[1]. This artifact arises because the J-coupled resonance signals
occur with anomalous phase in regions where the spatially shifted
voxels of the coupled spins do not overlap, and typically manifests
itself as destructive interference resulting in an overall signal loss.
As the relative shift of the voxel for chemically shifted resonances
is proportional to the chemical shift differences (in Hz) divided by
the pulse bandwidth in Hz [1], both of those artifacts are amelio-
rated by frequency selective RF pulses with increased bandwidths.

The bandwidth of a selective pulse of fixed length used for local-
ization is invariably limited by the available RF power (or voltage).
Stated in other terms, the bandwidth is limited by the maximum
available B1 field (B1max). Although STEAM uses 90� pulses that have
relatively large bandwidths, the STEAM signal is only half that of
PRESS and LASER. The disadvantage of PRESS is the relatively low
bandwidth of the spin echo pulses that are used. LASER [4] avoids
both selective 90� and spin echo pulses, and instead uses selective
inversion pulses in pairs for the localization, where each pair pro-
duces a properly phased spin echo. The advantage of LASER is that
the inversion pulses can be made with larger bandwidths than even
conventional 90� pulses. The disadvantage of LASER is the longer
minimum TE that is required compared to PRESS and STEAM.

mailto:gerald.matson@ucsf.edu
http://www.sciencedirect.com/science/journal/10907807
http://www.elsevier.com/locate/jmr


G.B. Matson et al. / Journal of Magnetic Resonance 199 (2009) 30–40 31
One proposed remedy for the narrow bandwidth pulses used in
the PRESS sequence is to select a larger compartment than desired,
and use frequency selective saturation pulses to reduce the voxel
size and avoid the unwanted compartments with anomalous phase
[5,6]. Large bandwidth saturation pulses are needed for this rem-
edy to be effective. While the LASER sequence circumvents the
problem of narrow band spin echo pulses with the use of dual
inversion pulses, even with the higher bandwidth inversion pulses
separate compartments for coupled metabolites can still exist at
high field [3]. Still larger bandwidth (but short) dual inversion
pulses that could function as spin echo pulses would be beneficial.
Thus, improved (and short) selective excitation, spin echo, inver-
sion, and saturation pulses would represent useful additions for
high field in vivo spectroscopy.

1.2. RF pulse optimization

In early MRI development, optimal control methods provided
one of the most effective means for design of frequency selective
RF pulses [7,8]. Although optimal control methods have continued
to be used for some RF pulse applications [9,10], the much more
efficient Shinnar–Le Roux (SLR) methods became the RF pulse
design method of choice [11] for MRI and in vivo spectroscopy
applications that required frequency selective RF pulses. However,
a large number of additional methods have also been shown to be
useful, including numerical methods, particularly in the design of
inversion pulses [12], which have also seen use in volume localiza-
tion experiments [4].

Despite the effectiveness of the SLR design, there are a number of
RF frequency selective pulse design criteria that are not amenable to
the SLR method. In general, the SLR method does not provide for
extension of the pulse bandwidth without increase of B1max. The pri-
mary exception is SLR-designed spin echo pulses, in which case the
maximum voltage can be reduced by root reflection [13,14], with
the reduced peak voltage enabling the pulse to be re-scaled for higher
bandwidth [14]. Finally, frequency selective inversion pulse designs
for higher bandwidth inversion pulses are available [12]. One disad-
vantage of the use of dual inversion pulses for generation of spin echo
signals is the lengthening of the overall TE due to the length of the
inversion pulses and the need for dual echoes. Ultimately, the band-
widths of these pulses are also limited by the available B1max.

Recently there has been a resurgence in the use of optimal con-
trol methods for the design of RF pulses, promoted primarily by the
research groups of Glaser and Skinner. The Glaser and Skinner
groups (G&S) have collaborated to both promote the efficacy of
optimal control methods and demonstrate improved, broadband
excitation by optimal control pulses (BEBOP) and broadband inver-
sion by optimal control pulses (BIBOP) [15–17]. Some of their other
designs include excitation pulses to accommodate relaxation [18],
and demonstration of universal rotations generated from point-to-
point transformations [19]. Although G&S have also used optimal
control to generate what they term ‘‘pattern pulses” [20] to gener-
ate an arbitrary spatial pattern in an MRI experiment, they do not
appear to have published conventional frequency selective RF
pulses for use in MRI or in vivo spectroscopy.

G&S recently demonstrated that excitation pulses could be
made more efficient (shorter) by allowing a linear spread of phase
with frequency [21]. If the phase spread is small, it can be corrected
by conventional processing (first order phase correction). In addi-
tion, this type of pulse is useful in spin echo experiments, where
the timings can be adjusted to re-coalesce the magnetizations at
the time of the echo. Among their innovations, they demonstrated
that limiting the peak power (or B1max) could be incorporated into
the optimal control method, and that the cross product of the for-
ward magnetization and vector Lagrange multiplier could be used
to correct the B1 field (see below).
While G&S have recently demonstrated the best-performing (in
terms of lower B1max and shorter pulse length) broadband excita-
tion and inversion pulses for high resolution NMR, there have also
been some very recent advances in broad bandwidth frequency
selective pulses. The best-performing (in terms of bandwidth,
given limits in B1max and pulse length) frequency selective satura-
tion pulses have been designed through an extension of the SLR
method that produces a polynomial-phase response [22], desig-
nated here as S-P pulses. Finally, the best performing spin echo
pulses have been designed first by the SLR method, followed by
sophisticated root reflection schemes to obtain the lowest B1max

pulses, which are then reconfigured into the broadest possible
bandwidth spin echo pulses [14], designated here as S-K pulses.

The goal of this article is to demonstrate that optimal control
methods as described by G&S can be extended to either improve
the bandwidth and selectivity of conventionally designed frequency
selective pulses under conditions of limited available B1max and fixed
length, or reduce the length of the pulse while maintaining the band-
width and selectivity. The optimal control methods are used to dem-
onstrate examples of frequency selective excitation, inversion, and
saturation pulses with improved bandwidth compared to previously
published pulses of comparable B1max and pulse length. These new
pulses are designed for improvement of single voxel in vivo spectros-
copy experiments and offer excellent frequency selectivity. To verify
the validity of the optimal control algorithms, a suite of optimized
pulses (broadband excitation and inversion pulses, and frequency
selective saturation and spin echo pulses) was generated and com-
pared to the best examples of these types of pulses in the literature
[12,14,16,22].
2. Methods

The 4.0 T Bruker MedSpec instrument at the Center for Imaging
of Neurodegenerative Diseases (CIND) is used with a 7 kW RF
amplifier, which provided a maximum B1 field of 30 micro-Tesla
(lT) in a transmit/receive head coil loaded with a normal human
head. Thus, the B1 field was limited to 30 lT (1.28 kHz). Recent
simulation studies indicated that, for a bandwidth of 8 kHz, the
compartments generated by the localization pulses at 4.0 T would
be quite small and could be ignored for virtually all brain metabo-
lites, with the possible exception of lactate [3]. Thus, present
efforts were aimed at design of 8 kHz bandwidth pulses without
exceeding 30 lT in B1 strength. Although measurements of the B1

inhomogeneity over the human head at 4.0 T showed that the
inhomogeneity with various headcoils approached (and with some
coils exceeded) ±20%, most single voxel experiments are conducted
over a relatively small volume, and a goal of pulses that would per-
form well over a B1 inhomogeneity range of ±5% was adopted.

The optimal control method is well described by Ref. [15], and ref-
erences therein. The optimal control method starts with an initial RF
sequence. Very briefly, as applied to RF pulse optimization, optimal
control attempts to make the forward path (in which the RF
sequence takes the initial magnetization towards the desired state)
as close as possible to the reverse path (in which the desired state is
taken by the reverse of the RF sequence towards the initial magneti-
zation). The vector Lagrange multiplier at the final time point is iden-
tified as the desired final magnetization to be run in the reverse
direction towards the initial magnetization. At each time point, the
difference between the forward and reverse paths provides the
direction of change needed to be applied to the RF sequence to bring
the paths closer together (i.e., to be optimized). As discussed in Ref.
[15], this provides a very efficient optimization algorithm.

To facilitate the design and examination of the new pulses, opti-
mal control routines were incorporated into the MatPulse software
package [23] with separate menus for broadband non-selective
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pulses, and for frequency selective pulses. Optimal control theory
applied to RF pulse design has been described a number of times in
the literature [7–10,15–17]. In general, the MatPulse algorithms fol-
lowed that outlined in [15]. There are, however, some differences. In
the nomenclature of Ref. [15], M(t) is the magnetization at time point
t, where t is incremented from 0 to the pulse length tp by dt, xe is the
B1 field, and k represents the vector Lagrange multiplier.

The outline of the MatPulse optimal control routines, following
the nomenclature in Ref. [15], is:

(i) Choose an initial RF sequence xeðkÞ.
(ii) Evolve M forward in time from the initial state.

(iii) Evolve k backwards in time, starting from the target state F
Correct xeðkÞðtÞ.

(iv) at all time points by xeðkþ1ÞðtÞ = xeðkÞðtÞ + e [M(t) � k(t)].
(v) If the difference between M(tp) and F is increased, reduce e

and repeat the calculation of M(tp).
(vi) For any x > xmax, set x = xmax.

(vii) Repeat steps (ii) through (vi) until a desired convergence is
reached.

For step (v), a tolerance can be set to allow a slight increase in
the difference between M(tp) and F, as we found that the residual
(absolute linear difference between the states M(tp) and F) was of-
ten increased slightly early in the optimization. In addition, the
algorithm limited the number of times e could be sequentially
reduced before continuing to another iteration.

In addition, as the cross product M(t) � k(t) depended equally
on the time points t and t + dt, with the exception of the end points
x(0) and x(tp), x(t) was corrected by:

e=2 ½MðtÞ � kðtÞ þMðt þ dtÞ � kðt þ dtÞ�

The MatPulse algorithms allowed three options for setting the
value of e. The user could set a fixed value for e; the user could
set the program to choose a near-optimal value for e every hundred
iterations; the user could allow the program to adjust e every hun-
dred iterations, where the program increased e if the residual never
increased, or decreased e if the residual increased more than a few
times in the previous hundred iterations. As the optimal value for e
appeared to change significantly over even a few iterations, the lat-
ter option, which could be viewed as averaging over a number of
iterations, was used for the most part for the optimizations in this
work. Additional details of the MatPulse implementation are given
in the Appendix.

The display of pulses, pulse profiles, and contour plots were all
generated with MatPulse [23]. For experimental demonstration of
the spectroscopy excitation and saturation pulse profiles, the exci-
tation or saturation pulse was used as the initial excitation pulse in
a PRESS sequence, and the magnetization profile read out by apply-
ing a gradient in the appropriate direction following application of
the rest of the localization sequence on a silicon oil phantom. For
the spectroscopy inversion pulse, dual inversion pulses were
inserted into a LASER sequence, so that the spin echo magnetiza-
tion profile resulting from the dual inversion pulses was read out.
3. Results and discussion

3.1. Comparison of MatPulse optimal control-designed pulses with
pulses from the literature

3.1.1. Comparison of BEBOP broadband excitation pulse and BIBOP
broadband inversion pulse
3.1.1.1. Results. The literature pulses from the G&S groups were
downloaded from the webpage at: http://www.org.chemie.tu-
muenchen.de/people/bulu/.
For the literature BEBOP amplitude-limited pulse we chose,
under Excitation pulses, from category 2: pulses optimized for a
constant offset range of 20 kHz and different tolerances to RF-inho-
mogeneity. The nominal B1max for these pulses was 10 kHz, or
234 lT. The RF pulse with 495 points, 0.5 ls dwell time, and RF-
inhomogeneity tolerance of ±20%, was selected. The magnitude
and performance as a function of frequency offset and B1 strength
are shown as Fig. 1A and B. The contour lines for Fig. 1B are at 0.99,
0.98, and 0.95, the frequency range is over ±12 kHz, and the range
over B1 is ±20%. For the comparison pulse, the optimization was
initiated with a 495 point random pulse, with the results for the
pulse magnitude and performance shown in Fig. 1C and D, where
the parameters for Fig. 1D are the same as for Fig. 1B.

For the literature BIBOP amplitude-limited pulse we chose,
from the above website, under inversion pulses, from category 2:
pulses optimized for a constant offset range of 20 kHz and different
tolerances to RF-inhomogeneity. The nominal B1max for these
pulses was 10 kHz, or 234 lT. The RF pulse with 495 points,
0.5 ls dwell time, and RF-inhomogeneity tolerance of ±20%, was
selected. The magnitude and performance as a function of offset
frequency and B1 strength are shown as Fig. 2A and B. The contour
lines for Fig. 2B are 0.99, 0.98, and 0.95, the frequency range is over
±12 kHz, and the range over B1 is ±20%. For the comparison pulse,
the optimization was initiated with an HSn pulse [4] with n = 2,
with the results for pulse magnitude and performance shown in
Fig. 2C and D. The parameters for Fig. 2D are the same as for Fig. 2B.

3.1.1.2. Discussion. The optimal control routines implemented in
MatPulse were patterned after those discussed in the G&S articles
[15–17]. As proof of the soundness of the implementation, it is
shown that the MatPulse routines are able to essentially reproduce
selected BEBOP and BIBOP pulses demonstrated by the G&S groups.

Comparison of contour plots of Fig. 1B and D shows our BEBOP
comparison pulse to be roughly comparable to the selected G&S
BEBOP pulse, although the G&S pulse performance is slightly supe-
rior at the low B1 values. While the performance of our initial trial
did not quite match that of the G&S BEBOP pulse, this was to be
expected, as optimal control essentially finds a local rather than
global optimization, and as shown by the extensive optimizations
performed by the G&S groups [16], initiating the routine with ran-
dom pulses produces a small range of performance of the resulting
pulses. For the broadband pulses, the longer the optimization was
continued, the more the amplitude tended towards the maximum
allowed value, albeit typically with only slight improvement of
pulse performance. As our optimizations were typically run over-
night, the difference in amplitudes between our pulses and the
G&S pulses was probably due to the longer optimization time used
for generation of our pulses.

On the other hand, comparison of contour plots of Fig. 2B and D
shows our BIBOP comparison pulse to have significantly improved
performance over the selected G&S BIBOP pulse. The contour plots
show our comparison pulse to be significantly better at both low
and high B1 fields. We suggest that this may be due to initiating
the optimization with a good initial pulse, rather than a random
pulse. This result suggests that, when suitable initial pulses exist,
it is advantageous to use them as initial pulses for submission to
the optimal control routine. This is consistent with the local, rather
than global, optimization characteristics of the optimal control
method.

3.1.2. Comparison of saturation and spin echo pulses
3.1.2.1. Results. For the saturation pulse comparison, parameters
were chosen to duplicate the 10 kHz polynomial-phase saturation
pulse shown by Schulte et al. [22] in their Fig. 5, where the B1max

was 20 lT. The magnitude of the pulse produced by the MatPulse
optimal control routine (using a hyperbolic secant pulse as the
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Fig. 1. G&S BEBOP (excitation) pulse from Ref. [16], as described in the text, and comparison pulse obtained with the MatPulse optimal control routine. (A) Magnitude of the
G&S excitation pulse in lT. (B) Bloch equations contour plot of the pulse performance as a function of frequency offset and B1 strength. (C) Magnitude of the comparison pulse
magnitude in lT. (D) Bloch equations contour plot of the comparison pulse performance as a function of frequency offset and B1 strength.
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initial pulse) is shown in Fig. 3A, while the excitation profile
(magnitude of the transverse magnetization) is shown in Fig. 3B.
These figures are to be compared to the S-P pulse magnitude and
profile demonstrated by Ref. [22], Fig. 5.

Using sophisticated root reflection schemes, Schulte et al. [14]
have displayed in their Figs. 4 and 5 what they term a suite of
exemplary broad bandwidth spin echo pulses designated here as
S-K pulses. These pulses were designed for a tip angle of 172� with
a B1max of 24 lT, and the authors showed a roughly linear increase
of pulse length with bandwidth. For their fourth pulse, they used a
time of 5.8 ms to achieve a bandwidth of 3.0 kHz, with a transition
bandwidth of 18% (18% of the bandwidth) [14]. For a comparison
pulse, the MatPulse optimal control routine was initiated with a
SLR spin echo pulse, where the optimization was for 180� and a
B1max of 25 lT. The magnitude of the resulting pulse is shown in
Fig. 4A, and real and imaginary (Mx and My) crushed spin echo pro-
files of the pulse are shown in Fig. 4B.

Another method for spin echo pulse design has been presented
by Luy et al. [19], in which a 90� excitation pulse is concatenated
with a time reversed and phase inverted version of itself. For this
approach, the MatPulse optimal control routine was first used to
optimize a 3.0 kHz, 2.9 ms 90� excitation pulse with coalesced
magnetization, with a B1max of 25 lT. Although the performance
of the initial pulse was not of very good quality, the concatenated
version proved adequate to serve as an initial pulse for submission
to the optimal control routine for a spin echo pulse. The magnitude
of the resulting optimized pulse is displayed in Fig. 4C, and the real
and imaginary (Mx and My) crushed spin echo profiles of the pulse
are shown in Fig. 4D.

3.1.2.2. Discussion. The frequency selective optimal control rou-
tine in MatPulse had the added feature of frequency selection,
and was similar to that demonstrated by Conolly et al. [8], but
extended to enable limiting the B1max to a prescribed value.
The broadband saturation pulse (S-P pulse) demonstrated by
Schulte et al. [22] in their Fig. 5 is essentially reproduced by
the comparison saturation pulse generated by the MatPulse opti-
mal control routine as shown in Fig. 3, where again a hyperbolic
secant style pulse was used as the initial pulse. In fact, the
remarkable similarity between the S-P and MatPulse results both
re-affirms the S-P result, and suggests that this design is indeed
optimal in terms of bandwidth. However, contour plots (Results
not shown) demonstrated that these saturation pulses were
quite sensitive to B1 inhomogeneity, with errors in magnetiza-
tion approximately 1.5 times the error in the B1 field (e.g., a
5% error in B1 leaves MZ magnetization of approximately 7.5%).
While the optimal control approach did not produce an
improved bandwidth, it does provide flexibility for additional
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options, such as a one-sided pulse profile (see below), or for a
selected degree of B1 immunity. However, to attain significantly
improved immunity to B1 inhomogeneity, the pulse length had
to be markedly lengthened (Results not shown).
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The comparison spin echo optimal control results are shown
in Fig. 4, where the parameters were chosen to duplicate the
fourth S-K spin echo pulse of Ref. [14], and two different initial
pulses were used. The first initial pulse was a root-reflected (to
reduce the B1max to some degree) SLR-designed pulse, which
produced the pulse and profile shown in Fig. 4A and B, while
the second initial pulse was generated by the formalism
described in Ref. [19], which produced comparable results as
shown in Fig. 4C and D. Comparison of the results of Fig. 4 with
Fig. 5 of Ref. [14] shows the pulses had similar performance.
Thus, in contrast to the saturation pulse results, the spin echo
optimal control results shown in Fig. 4 indicate that a variety
of pulse shapes can yield spin echo pulses with similar perfor-
mance. Although not shown here, the optimal control results
demonstrated a similar sensitivity to B1 inhomogeneity as the
S-K pulses [14]. Although similar performance pulses were gen-
erated by the optimal control method with SLR-designed initial
pulses or with root reflected versions (to start with somewhat
lowered peak voltage), the use of a lowered peak voltage initial
pulse greatly improved the time to achieve an optimized pulse.
One small difference between the S-K and MatPulse pulses was
that the MatPulse pulses were optimized for 180� (rather than
172�), with a B1max of 25 lT (instead of 24 lT).
The S-K results suggested that the length of an 8 kHz bandwidth
spin echo pulse might have to be on the order of 20 ms (optimized
for a B1max of 24 lT) [14]. As such a pulse would be impractical due
to SAR concerns, and would also create an excessively long TE for
many applications, an 8 kHz spin echo pulse for spectroscopy pur-
poses was not pursued further.

3.2. New broad bandwidth spectroscopy pulses designed with
MatPulse

3.2.1. Excitation pulse example
3.2.1.1. Results. Submitting a 4 ms SLR 90� excitation pulse with a
bandwidth of 10 kHz (and a B1max of approximately 60 lT) to the
MatPulse optimal control routine yielded the pulse shown in
Fig. 5A, with a B1max of 30 lT, and the resulting profile (transverse
magnetization displayed as real and imaginary components fol-
lowing gradient refocusing) shown in Fig. 5B. The pulse selectivity
was very good, with a transition width of approximately 800 Hz
(10%). The pulse showed good immunity to B1 inhomogeneity of
±5%. Although the pulse generated more SAR than a conventional
SLR pulse, it achieved approximately double the bandwidth of an
SLR pulse designed for a B1max of 30 lT. An experimental profile
(magnitude of the transverse magnetization) is shown in Fig. 5C.
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Fig. 5. Excitation pulse example with a bandwidth (at the top of the profile) of 8 kHz produced with the MatPulse optimal control routine, with a B1max of 30 lT. The pulse
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(Mx and My) of the Bloch equations pulse profile following gradient refocusing. (C) Experimental magnitude profile in arbitrary units (AU) produced by the excitation pulse.
Additional details of the experimental profile are discussed in the text.
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3.2.1.2. Discussion. In the MatPulse optimal control routines, the
optimal control bandwidth parameter was applied to the profile
maximum (or, for saturation and inversion pulses, the profile min-
imum), rather than at the half height of the profile as is done for
conventional pulse designs. The excitation pulse submitted to the
optimal control routine had a B1max of over 60 lT. The optimal
control routine produced the excitation pulse example with a max-
imum B1max of 30 lT, and a bandwidth of 8 kHz. The price for the
extended bandwidth is increased SAR (approximately a factor of
three in this case) over a conventionally designed pulse with much
higher B1max.

Unlike SLR designs, the optimal control excitation pulse was
designed for a linear phase with a linear phase factor of 0.50
(SLR designs typically have a linear phase factor of slightly over
0.50). Although a still larger bandwidth pulse is possible, either
the profile quality would be degraded, or the pulse length would
have to be increased to attain the larger bandwidth. The pulse per-
formance was only very slightly degraded over a B1 range of ±5%,
thus achieving the design objectives. Further immunity to B1 inho-
mogeneity could have been included in the optimization, but at the
expense of lengthening the pulse duration, or degradation of the
pulse profile. As with other pulse designs, this pulse can be re-
scaled to a lower B1max by proportional extension of the pulse
length, resulting in a proportional reduction in pulse bandwidth.
3.2.2. Inversion pulse example
3.2.2.1. Results. Initiating the MatPulse optimal control routine
with a hyperbolic secant squared (HS2) pulse [4] and limiting
B1max to 30 lT led to an inversion pulse with a bandwidth of
8 kHz, with the real and imaginary components of the pulse dis-
played in Fig. 6A, and the inversion profile (MZ) in Fig. 6B. Although
immunity to B1 inhomogeneity was not requested in the optimal
control routine, immunity to B1 inhomogeneity in excess of ±10%
was nevertheless obtained. This pulse had both a substantially
broader bandwidth and sharper transitions (approximately 20%
transition regions) than could be achieved with the same length
hyperbolic secant pulses raised to a power (HSn pulse). The use
of a 6 ms long HS3 pulse, with a B1max of 30 lT and a l of 20, did
generate a similar profile (with a smooth transition band), but at
the expense of a 50% longer pulse. An overlay of the HS3 profile
with the optimal control inversion pulse profile is shown in red
in Fig. 6C. An experimental profile for dual optimal control inver-
sion pulses performing as a spin echo pulse (magnitude of crushed
spin echo transverse magnetization) is shown in Fig. 6D.

3.2.2.2. Discussion. We chose to compare our inversion pulse to the
HSn style pulses, as the HSn pulse includes parameters to improve
the bandwidth without increasing the B1max (n), and also improve
the selectivity (l). The bandwidth of 8 kHz is to be compared to a
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Fig. 6. Inversion pulse example with a bandwidth (at the bottom of the profile) of 8 kHz produced with the MatPulse optimal control routine, with a B1max of 30 lT. The pulse
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profile are discussed in the text.
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bandwidth of less than 6 kHz which we could achieve with similar
pulse length HSn style pulses [4]. By lengthening the HSn style
pulse (HS3) to 6 ms (50% longer than the inversion pulse example),
we were able to generate a similar pulse profile as demonstrated in
Fig. 6C. In addition, the pulses generated similar SAR. However, the
increased HS3 pulse duration would also lengthen the minimum
overall TE when dual pulses were used to generate a spin echo.
Although the transition band for the inversion pulse example was
approximately 20%, this was somewhat reduced in the spin echo
profile due to the action of the dual pulses to produce the spin echo.

The optimal control inversion pulse provides improved perfor-
mance in terms of bandwidth, given restrictions on B1max and pulse
length, over our best efforts with an HSn pulse [14]. Although
immunity to B1 inhomogeneity was not requested in the optimal
control routine, immunity in excess of ±10% was nevertheless
obtained. The pulse was designed with the idea that dual inversion
pulses would be used to function as spin echo pulses in PRESS or
LASER. As discussed above, the use of dual 4 ms inversion pulses
was much more efficient than the use of a single spin echo pulse,
whose length might approach 20 ms [14]. The spikes in the transi-
tion regions are a result of not specifying the signal in the transi-
tion regions. However, the spike amplitudes are diminished in
the experimental spin echo profile (Fig. 6D) due to the action of
the dual pulses. While inclusion of points in the transition band
resulted in smoother transition regions, it also resulted in dimin-
ished pulse performance (Results not shown).

3.2.3. Saturation pulse example
3.2.3.1. Results. Because of the sensitivity of the S-P saturation
pulses to B1 inhomogeneity (see Section 3.1), it was anticipated
that the saturation pulses would be quite sensitive to B1 inhomoge-
neity, and two applications would be required to achieve the de-
sired suppression. Therefore the shortest possible pulse was
sought. To minimize the pulse length, the optimal control routine
only requested a single side of the profile to be optimized. Starting
with a hyperbolic secant shape and limiting B1max to 30 lT yielded
the pulse shown in Fig. 7A (real and imaginary components), with
the saturation profile (MZ) displayed in Fig. 7B. The width of the
transition region was approximately 15%. An experimental magni-
tude (transverse magnetization) profile of the pulse acting as an
excitation pulse in the PRESS sequence is shown in Fig. 7C.

3.2.3.2. Discussion. As the comparison saturation pulse (Fig. 3)
showed considerable sensitivity to B1 inhomogeneity (see above),
it was assumed that dual saturation pulses would have to be
applied to achieve the desired saturation in the presence of B1
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inhomogeneity of ±5%. Note that the ripples in the saturation
(Fig. 7B) average to zero, and would not be expected to degrade
the overall saturation. The transition band of this pulse was
approximately 15%. Similar pulses of the same overall length but
with symmetrical rejection bandwidths had ripple amplitudes four
to five times higher than the single-sided pulse shown. As
expected, the saturation pulse exhibited similar sensitivity to B1

inhomogeneity as the comparison saturation pulse, with the error
in magnetization approximately double the error in B1 (e.g., an
error in B1 of 5% produced an error of approximately 7.5% in the
MZ magnetization). Efforts to build in immunity to B1 inhomogene-
ity without substantial lengthening of the pulse or increasing its
amplitude proved unsuccessful.

The ability of the optimal control method to request optimiza-
tion over a single transition band (a single-sided pulse) enables
the method to produce a shorter saturation pulse (for the same
B1max and bandwidth) than is capable by the Schulte et al. method
[14], which is constrained to symmetrical pulse profiles. As this
pulse was designed to diminish the voxel size as described by Refs.
[5,6], a single-sided pulse was adequate for this purpose. As with
the excitation pulse, the inversion and saturation pulse examples
are scalable, with longer pulses having proportionally lower
B1max and reduced bandwidth.
Although the MatPulse frequency selective optimal control
routine also contained options to specify the degree of immunity
to B1 inhomogeneity, and to limit the SAR produced by the pulse,
these options were not used for the frequency selective example
pulses presented here. In addition, the routine allowed for inclu-
sion of the profile transition regions in the optimization. However,
as the inclusion of these points tended to reduce the pulse perfor-
mance, the transition regions were left unspecified for the example
pulses presented here.

3.3. Usage

3.3.1. Excitation and inversion pulses
We conclude that it is more efficient to make use of dual inver-

sion pulses rather than a single spin echo pulse for broadband gen-
eration of spin echoes. On the other hand, the optimal control
produced excitation and inversion pulses with rather similar per-
formances (Compare Figs. 5 and 6). This suggests a hybrid localiza-
tion experiment, in which the PRESS spin echo pulses are replaced
by dual inversion pulses. This experiment, executed with the
example excitation and inversion pulses, would retain some of
the advantages of both the PRESS and LASER experiments. Such
an experiment was run on a human head in our standard headcoil



Fig. 8. Two-dimensional simulations of the localization of the lactate doublet at a TE of 46 ms at (a) 4.0 T, and (b) 7.0 T, demonstrating the different compartment sizes as a
function of localization pulse bandwidth in the spin echo directions (1.6 and 8.0 kHz). Spectra from two of the compartments are shown at 7.0 T. The asterisk (*) denotes the
spectral location (4 Hz wide) of the localized signal distribution used for generation of the color maps. Additional details of the simulations are provided in the text.
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with our 4.0 T instrument with a repetition rate (TR) of 2.5 s with-
out exceeding SAR limitations. However, this same experiment
might well exceed SAR limitations at 7.0 T. As the pulses are scal-
able, they could, for example, be lengthened to 6 ms, which would
reduce the bandwidth to 5.3 kHz, and also reduce the B1max to
20 lT, yielding a SAR reduction of 1/3. Commercial 7.0 T MRI sys-
tems (GE, Siemens, Philips) use 7 or 8 kW RF amplifiers, so users
of these systems find themselves restricted to a B1max of around
20 lT, and scaling of this order would be required even without
SAR considerations.

To further illustrate the advantages of the optimal control-de-
signed pulses, we have included two-dimensional simulations of
first, a PRESS-localized signal distribution of the lactate doublet
at 1.3 ppm with 1.6 kHz bandwidth spin echo pulses at 4.0 and
7.0 T, followed by the hybrid experiment localizing the doublet
signal of lactate with 8 kHz bandwidth inversion pulses at 4.0
and 7.0 T (Fig. 8). The 1.6 kHz bandwidth pulse represented the
largest bandwidth spin echo pulse we could easily generate with
the MatPulse root reflection scheme without exceeding 30 lT. All
simulations were done with a TE of 46 ms, and simulations of
the spectra at 7.0 T are included as well. The asterisk (�) denotes
the spectral location (4 Hz wide) of the localized signal distribution
used for generation of the color maps. The spectral simulations
were done using the GAMMA [24] library with full density matrix
computations, ideal initial excitation pulse, and the actual spin
echo localization pulses. The simulations used 64 steps over the
voxel in each direction to generate 4k spectra. The light banding
seen in the simulations for the 8 kHz bandwidth pulses at 7 T is
due to the small ripples (approximately 0.3%) on the inversion
pulses. Further details of the simulations can be found in Ref. [3].

3.3.2. Saturation pulse
Despite the advantages of broadband localization, there may

well be situations in which, in order to further limit SAR, or mini-
mize TE, that the use of broadband localization pulses is not feasi-
ble. For these situations, one remedy is to use narrowband
localization pulses to localize a larger region than desired, and
eliminate the regions of anomalous phase by use of selective satu-
ration pulses [5,6]. The short length of the demonstration satura-
tion pulse (1.2 ms), coupled with the fact that it operates well
below its B1max for most of its duration, means that its SAR is
approximately 1/3 that of the excite demonstration pulse, and less
than 1/7 that of the inversion demonstration pulse. In addition, the
pulse may be re-scaled for further reduction of the SAR.

4. Conclusions

This article demonstrates the ability of optimal control methods
to produce significant increases in bandwidth compared to conven-
tionally designed frequency selective pulses of the same length and
B1max. In addition, relatively sharp selection profiles were obtained
(transition bands of 10–20%). More specifically, in comparison to
an SLR-designed excitation pulse, a substantially increased band-
width excitation pulse with linear phase was achieved. In addition,
a significantly increased bandwidth inversion pulse (compared to
an HSn style pulse [14]) with sharp selection profiles was achieved.
Finally, due to the ability to specify a single-sided pulse with the
optimal control method, a significantly shortened saturation pulse
with sharp profile was obtained. While comparable bandwidth for
frequency selective spin echo pulses as achieved with sophisticated
root reflection schemes [14] can be obtained with optimal control
methods, we found that the use of dual inversion pulses for genera-
tion of a spin echo was the more efficient method to achieve our goal
of 8 kHz bandwidths without exceeding a B1max of 30 lT.

In general, the price for increased bandwidth in selective excita-
tion pulses is increased SAR. For the inversion pulse, the SAR was
similar to the longer HS3 pulse producing a similar profile. In the
example used for saturation, the price was primarily the loss of
symmetrical selectivity (single-sided pulse). However, for the pro-
posed purpose, symmetrical selectivity was unnecessary.

Although the optimal control routines incorporated into Mat-
Pulse also allowed for specified immunity to B1 inhomogeneity,
this option was not used for these initial examples of the MatPulse
optimal control routines for frequency selective pulses.
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In summary, new frequency selective excitation, inversion, and
saturation pulses obtained with the use of optimal control were
demonstrated with significantly improved performance over previ-
ous designs. The excitation and inversion pulses had improved
bandwidths, while the saturation pulse was achieved with a short-
er duration pulse, and all pulses demonstrated excellent selectiv-
ity. The incorporation of the optimal control routines into
MatPulse allowed for easy examination and further manipulation
of the resulting pulses. The new pulse designs demonstrated here
should prove useful for single voxel in vivo spectroscopy at high
fields, especially for observation of J-coupled metabolites. How-
ever, the high SAR generated by the excitation and inversion pulses
will undoubtedly limit their use in some circumstances.

A new version of MatPulse containing the optimal control
routines and the example spectroscopy pulses is available for
downloading at the CIND website: www.cind.research.va.gov/
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Appendix A

A.1. The optimal control routine in MatPulse

The MatPulse broadband and frequency selective optimal con-
trol menus contained entries for the desired range of B1 immunity
to be entered. For excitation pulses, a linear phase (phase propor-
tional to frequency) could be chosen, along with a factor express-
ing the proportionality of phase to frequency (e.g., a factor of
unity meant the phase was calculated as the frequency times the
pulse length). The menus allowed RF pulses designed with Mat-
Pulse to be used as the initial sequence, and the resulting pulses
to be examined and manipulated by the other MatPulse routines.

Both the broadband and frequency selective menus allowed for:

Loading of the initial pulse from another MatPulse routine.
Selection of the pulse type (excite, saturate, invert, or spin
echo).
Setting of the tip angle.
Depending on the pulse type, selection of coalesced magnetiza-
tion, non-coalesced magnetization, or linear phase (along with
the linear phase factor).
The excitation bandwidth and number of points over the
bandwidth.
The B1 immunity range, and number of steps over this range.
The maximum B1 in lT.
The initial step size e.
The tolerance for an increase in the residual as discussed above.
A maximum iteration number.
An option to try to minimize the specific absorption rate (SAR)
produced by the pulse.
An option to halt the iterations.
In addition, the menus allowed the iterations to be halted by a
targeted residual, or by a targeted differential residual, or to halt if
the residual was increasing.

The frequency selective menu also allowed:

Setting of the rejection band and transition band widths, and
the number of points over these bands.
Selection of single-sided or symmetrical rejection bands.
Setting of the width of a Gaussian weighting that covered the
excitation and rejection bands.
The implementation of the transition region followed that of
Ref. [8].

The relative weighting of pass band, rejection band, and transi-
tion band points was controlled by a combination of the number of
points over the various bands, and the Gaussian weighting. For the
pulses optimized in this article, the transition bands were left
unspecified (zero transition band points) as the inclusion of points
in the transition band tended to diminish the pulse performance. In
addition, the option for SAR minimization was not used.

For saturation pulses, where the phase of the transverse magne-
tization did not matter, at each iteration the phase of the target
transverse magnetization was set to that of M(tp) prior to computing
the vector Lagrange multiplier. For the spin echo pulses, the algo-
rithm required inversion of My and simultaneous retention of Mx [8].
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